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1. Introduction. A common problem faced by an experimenter is one of

comparing several categories or populations. The classical approach to

this problem has been to use a test for homogeneity , i.e ., to test whether

afl categories (populations ) are identical or not. This approach is not

always realistic and it is often inadequate . The inadequacy lies in the

fact that onl y two d~?cisions , accept or reject the hypothesis , are available

to the experimenter. The experimenter is then faced with the problem of

what to do next , especially if the hypothesis is rejected. These difficulties

and ina~~quacies may be alleviated by formulating the problem as multiple

decision prob lems aimed at selection or ranking (ordering) of the k populations .

This has led to the rapid development of selection and ranking theory during the

last two decades. Many reasonable rules have been proposed . Some desirable

properties of these ru ’es have been studied . However , very little work has

been done to study the optima lity of selection procedures , especially in the

subset selection approach. In this paper, we are interested in deriving some

methods to construct optima l subset selection procedures . Some classical

selec tion rules are constructed as special cases .

Let ~~~~~~~~~~ 

~ k represent k(> 2) populations (treatments) and let

X 111 ... ~~~ be n1 ind€ pendent random observations from i~~~. The quality of

~~~~ research was supported by Office of Nava l Research Contract N00014-
75-C-0455 at Purdue University . Reproduction -in whole or in part is permitted
for any purpose of the Uni ted States Government.
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the ith population ‘i i 
is characterized by a real-valued parameter o~ . u~.uall y

unknown. Let ~ t u t u ’ (o 1~
...
~
ok )I denote the whole 

parameter space .

Let t~~~ t ( ~~) b a measure of separation between and We assunie that

there exists a monotonically non-increasing function Ii such that t~11 h(~ 1~ ).

k
Let 

~~~~ 

(O
~~
t
~~ -

~~ ~~~~
‘ j ~ 1), 1 1 k, and ~~~~~~~~~ where ~ u Thus

k 
i-i

= 
~ ~~~ . is a partition of ~~~. For this problem , we assume and as
1=0

known with -t o . for all i . Let ~~~- mm -t - , 1 I k. We define
11 1 j~i Li —

= max ~~~, . The population associated with t~~ wi ll be t.. alle d the hc’.t
l~~~kpopulation , it shoulu be pointed out that if u €~. ~~~~~~, then t .  t . for a l l j.

since for some j, j 
~ 

j , * h(~1~) h(~0) h(
~~1 ) t~~~ Thus i t

~ E then is the best population . A selection of a suk~st’t contain m y

the best population is called a correct selection (CS). (Note that in Cast’

of ties any one of The best populations corresponding to t~ is tagged” a~ the

best population.) To illustra te the above notation , we assume that the t hserv~i-

tions are drawn from I
I 

which has a norn~al distribution with unknown mean

o (i 1,... ,k) and known variance ~,2, We can define then it

can be seen that 0i~°[kJ ~ 01 ~ °[k) 
and a O l

_ti
lk if ~~~ . ~~

where u 1 
~~~~ 

. . 
~ 

In thi s case, 0 for all i. Thus the popu lation
U U I

with the largest meun , °lk]’ 
is the best. If instead then the popula-

tion with the smalb~st mean 
~~~ 

would be the best. In the above example. we

have h(t) = -t which is a decreasing function .

Let the observed sample vector be denoted by X’ (Xi.... ,X~) where

has components X 111 ...,X 1~ , I = l ,...,k. Let ~\ 
a 

~~i’•~ ’ ~~~ he a st’l~~tion

procedure where t~~ ( X )  is the probability of selecting n 1 (1 - 1 k) ba’~’d on

tI-me observed vector x = x from t’~~ k popu lations . As rneasurt~ of qoodnes’. or
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optim ality of a seiection rule , cons i der two quantities (cf . t.ehimmann Li] )
R (u .~) and S(u ,o). We define S(o,A ) = P (CSt~ ) and R(t~,~s) ) R(1)(u ,~ .),

where R~~~(o.61 ) 
= P (Selectlng ~~~~~~~~~ Let S be the size of the selected

,subset. Thus R(o,~) = E(S16). For a specified ~y , (0 - 1), we may

restrict our attentiom. to the class ~
‘of all 6 such that

(1) S(o,~s) ~ for o E

We are interested In constructing an optimal procedure in ~~
‘ which mini m izes

the supremum of R(e,6) over ~ for all 6€ !(, i.e.,

(2) sup R(o,60) = mm sup R(e,6).
E E ~ 

-

We restrict attention to those selection procedures which depend upon the

observations onlythrough a sufficient and maxima l invariant stat ist ic

which are defined as follows :

= f(X11,.. ~~~~ X~1,.. ~~~~

This is based on tne n 1 and flj observations from and i . (i , j  1,. 

respectively. It is well known that the distribution of depends on ly on

For any i , let the joint density of Z1~ , j $ I , be p 1 (z~). Let I~~~
(:

~~
) bt ’

denoted by p0(z1) when ‘ii = ...= = = constant and by p 1 (z 1 ) when

t il ~~ 
.= = 1 I < k. In a given problem the function f is so chosen

as to indicate the measure of separation between the populations In a

reasonable way . In case of the above norma l means example , a choice of
n n.

1 1 ~Z~ mi ght be - ~~, where = 

~~~~

‘ 

~~~~ 

and = 

~~

— 

~~ 
Xi , . Let ~. be a

o- finite measure on R~~
1 .

--- ----

~ 
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Oos terhoff [ ~ I de~ 1 ne ’s a monotone like ii hood rat m 0 t or ~t rand’~in Vt ’k t s ’i

X w ith m components as fo~~ows : Let u be an m—dlmens tone ) vec tor of pa m .m~ ’ t t r ’ . .

A partial orde rmny ot po 1um t~ in ms defined by 
~l ~.

• ~~ •
~~~

•
~ ~ 1III~ 

•

I , ~
‘ 
• mean thy tha t 

~ ~ for j a I .‘.. . . . k • and th~ 1 ~tt ’qua 1 i t

s. tr i c t tor at I t’as t one component. The dens i ty t (A ) h.t -- tIk smt wu’ Ii k t ’ I m ht~t~si

ratio (MI~R) If for all  tm • t (x)/f ( ~ ) is . nondet rt ’as I nq in s
— 1 —

~~
. 

~~
.) — ~~~~ — —

Now we state and prove a theorem wh Ich provides a solution to the

rec ti I ct ed ml n ima x problem as stated In (1) and ¼ . ’) t I ehniaiin I

I ht’urt’iii: Suppose that the dens i ty p~ ( z ) has the MI R ploper t ,~ . I R( ~~ • ~

ma~ n i  zed at ~ = constant , for all i ,j , wher - I s .  ~~1 Vt ’fl t ’~

1 if p1(z 1 ) c

= ‘I 
4 

I

0 -5
I.
’

such that c (  - 0) and are determIned by J6~p~ 
a -

~ 
, 1 ~ . m k. l ht’n

~ (~~
‘ ,..,,

~~~
) imilnimizes sup R(o ,~ ) subject to 

~‘~t s(~,~) L

Proof. b r  any ~~~~

o *. ~ implies o E for some I , thus

a J5c . ( i 1 )p8 (z~ )dv(z 1)~~ mln
- 1~ -m~k oE~ -

We have

inf S(t ’ ,~ ) a mm inf
1~- i~ k —

Hence for any 6€ ‘(I lnf fec1 (z 1 ? p 1 (z
~
)dv (z1 ) ~~. I -. k , and ti’, the

- ~
-

- -
assmrptlon that f6

0p 1 
a , it fol l ows that

- - - - - -.—._‘-_
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which inip i les
p0 ~ f~1p0.

By the assumption , 6?(Zj) Is nondecreasing In :
~~~~

. we have

inf S(o,s°) a mm f~~
p1 •

If R(u 6°) is maximized at ‘. constant, for all 14, then

K k
sup R( 5s ,~ ) 

~ 
a sup R(o ,6°),

1*1 i’1

which completes the proof.

Exan~ple: Let -i 11 n 2 1. ‘ 
~
8k be K Independent normal populations with means

0
1 ~~~ and conwi~n variance 

,2 — • Our interes t is to select a nonemp ty

subset of the K populations containin g the best. The ordered are

denoted by 0
1.1) ~

. . .
~ 

ti[~ J . it is assumed that there Is no prior knowledtit”

of the correc t pa iring of the ordered and the unordered o~ ’s. Our qoal is .

to select a nonempty subset of the k populations so as to include the

popu lation associated with

Let , 1 1 K. denote the sample means of independent samp i t’s ‘ t  ‘-

ii from these populations . Let the j oint likelihood funct ion of 
~~~
, ~~~~~~ . ,k• L’c

k
g 1 (x ) II g 0 (i,),

- j_
~ 

1

_ fl (~~~~ )
2

where g (~~)”
’’
~- - e ’ 1 , l~~~1~~~k, Lett ) 1  - -

t
iJ 

V 

~~ ~~~~~~~~~~~~~~ 

1 
~
. j k, j 4 ~ 0, \ 0 and

~~~~~~~ 
j $ I. et (z il 1~~~

1 h Ik ) and • ( i I1~~

— ! ~~~~~J
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k-I

‘ ( 2 n )  
~

where 
~(k— l )x(k — I) ~ 2 

is the pos itive definit e covari altit ’ matr ix

~ Z-m j
’S. We know that

p1 (z.) 1 1 — I - -

= exp (z~:: ~~ 
+ 

~~~~~~~~ ~i
_
~

’
~

_ 
~

is nondecreasing ii ~~~ j $ 1 , where .~~~‘ a ( ,.\). And

p i (~~i )
‘ C

Is equivalent to

(3) ‘ k-i ~ d.

For any I, let a V (o. - o )~ we have

k
where ~ . . Hence, ~ ~ ,, ~= ~ if and only it 0 

- 
0 . . .

~al 3 I 2 K 1 k

We order 
~~~ 

as •, - nik]. Since

R(o,6) ~ 
i~ l ~~~ ~~~ 

+ dl

= 

~~f.{~~~ (y- 
~~~~~~~

- 

~ 
- d)}d~(y)

=

..

* 

~
0[kJI~ ‘ [k]~

_ _ _  
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1

x f(O,. . . ,O)

hence , it f o l lows that the supremum of R(t • - ~
0 ) ove r ~. oi t ut ’~ at U I ’’’ ’~ 

•

i .e.~ m~ ii 
) . Thus the result o f the theorei an t~e appl icd .

Note that the above procedure (3 ) is a rule of the t~~e proposed t~

Sea l 3] to sel t ’i t a subset contain ing the populat ion a~ s.oc iated w ith th t ’

largest 
~~~~~
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